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ABSTRACT  

The issue of feature subset selection for data of high dimensionality in classifying opinions 
has been investigated in this paper. Feature selection schemes select the crucial feature 
subset producing similar or superior classification outcomes compared to the original feature 
set obtained. Despite their higher efficiencies, wrapper-based feature selection schemes 
have high overheads of computation. However, the issue is the problem is Non-deterministic 
Polynomial (NP) hard. This work suggests the clustering scheme based on MST optimized 
by the Group Search Optimization (GSO) for efficient selection of features. The Amazon 
camera review dataset is used for evaluating the suggested scheme. Experiments are 
conducted to evaluate the proposed method and compared with the MRMR feature 
selection, FCM clustering, and MST based clustering. 

Keywords: Sentiment analysis, Feature Selection, Minimum Spanning Tree (MST), Data 
Analytics, Clustering and Group Search Optimization (GSO). 

 

1 INTRODUCTION 

Feature selection in machine learning is also referred to as changeable subset selection. 
This refers to the method of choosing a subset of pertinent features for building a prototype. 
When correlated models are being built, the following advantages are exhibited by the 
feature selection techniques: Interpreting the implicit meaning using the improvised 
prototype. Smaller duration of training and increased generalization by overfitting are other 
benefits. Feature selection detects crucial features for forecasting and aids in the data 
analysis process. When some of the good features are selected as per the target concepts, 
feature selection can effectively decrease dimensionality, eliminate redundant data, enhance 
the precision of learning and improvise the understand ability. There are many irrelevant 
features as well as repeated ones contained in data of high dimensionality. While the 
repeated features do not provide any more useful information that the chosen ones, the 
irrelevant features do not provide, under any situation any useful information [1]. 

For training the opinion mining system, there are several techniques used by the 
researchers. Obtaining an effective feature set in most machine language applications is the 
crucial step in sentiment classification. There are many applications in which there is a huge 
use of sentiment analysis. There are many viable tasks it can perform including detecting the 
attitude or the opinion of the customers regarding the product or the services. The product 
feedback and the service reviews will help make reasonable decisions .For instance, a new 
person visiting a city can be aided by the restaurant reviews for locating a good place. In the 
same manner, a movie can be decided as worthy of watching or not by referring to the movie 
reviews [2]. 

Tianjin DaxueXuebao (ZiranKexueyuGongchengJishu Ban)/ 
Journal of Tianjin University Science and Technology 
ISSN (Online): 0493-2137 
E-Publication: Online Open Access 
Vol:54 Issue:04:2021 

DOI 10.17605/OSF.IO/XRGDH



         

 
306 

clustering for has been suggested by Kumari & Naidu [7]. The features of this algorithm are: 
(i) eliminating redundant features (ii) Building minimum spanning tree from comparative ones 
(iii) After portioning the MST, the representative features are selected. There are features 
comprised in a cluster. Every cluster is taken to be a single feature and there is a reduction 
in dimensionality. Five of the popular feature selection schemes exist with which the 
performance of the suggested algorithm can be compared. These include FCBF, ReliefF, 
CFS, Consist, and the FOCUS-SF on thirty-five openly accessible image microarray as well 
as text data from 4 various sections of the chosen features. For RIPPER, C4.5 and Naïve 
Bayes, the suggested algorithm has the optimal selected features, runtime and accuracy of 
classification. 

Different techniques for decreasing the dimensionality in high dimensional microarray cancer 
data have been presented by Hira & Gillies [8]. There is an increase in the quantity of data 
which is to be analyzed. This has made it essential to allow decrease in dimensions for 
obtaining pertinent outcomes. There are various feature selection as well as feature 
extraction schemes that have been described and compared. Along with them, their benefits 
and disadvantages are also contrasted. Additionally, this work has also presented various 
schemes for including the prior knowledge from different biological sources which is a 
technique of enhancing the precision and decreasing the computational complexity of the 
schemes that are already present. 

A feature selection scheme has been designed by Kaveri& Asha [9]. This scheme makes 
use of the accurate relevance schemes. This work uses relevance measures “Symmetric 
Uncertainty (SU)” for effectively selecting the relevant attributes. The chosen attributes are 
then partitioned into clusters on the basis of “graph theoretic” clustering scheme by making 
use of a relevance measure referred to as “Conditional Mutual Information (CMI)”. To 
choose the attributes corresponding well to target class and also the one which represents 
the cluster in the best possible way, the relevance measure “symmetry uncertainty” has 
been selected. This leads to the accurate and independent subset of features. This 
technique helps to produce smaller as well as more precise subset of features improving the 
act of machine learning functions like the Naive Bayes classifier. 

Pullela et al., [3] suggested clustering scheme having two stages for feature selection. The 
features are clustered in the first stage and in the second, for decision making and further 
use in data mining, the most representative features are extracted. This data of high 
dimensions is used as input and for formulation of clusters, clustering has been performed. 
There are many features in every cluster. The selected subset of features is the best 
features that are representative of features. The input used is the high dimensional data. For 
the formation of clusters, clustering process is employed. There are several features in each 
cluster and the subset of features selected contains the best features that are representative 
of the features chosen. This has several utilities that can be used in real world applications. 
These chosen features help find newer avenues scope for further data mining purposes. The 
experimental outcomes have been promising. A significant direction for future work is the 
construction of a prototype comprising generalized features that can help adapt to different 
high dimensional datasets for various domains. 
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A feature subset selection algorithm for huge dimensional data which has been based on 
clustering has been suggested by Elankavi et al., [4].  These are the features of the 
algorithm- 1) eliminating irrelevant features. 2) Using relative trees for construction of 
minimum spanning tree and 3) dividing the MST and choosing delegate features. There are 
features contained in the selected algorithm. After treating each cluster as a single feature, 
there is a drastic decreased of dimensionality. The best proportion of the selected features 
has been obtained from the suggested algorithm, including the optimal runtime, the optimal 
classification precision for Naïve Bayes, C4.5, RIPPER including the second best 
classification precision for IB1. 

III. METHODOLOGY 

Extracting opinion of the users regarding a product or a service from the review documents 
is referred to as sentiment classification. When machine learning techniques are used in 
sentiment classification, the feature vectors have high dimensionality problems. Hence there 
is a need for the feature selection scheme to remove the unrelated and loud features from 
the feature vector for the effective functioning of the machine learning algorithms. In this 
section, the MRMR feature selection, FCM clustering, MST based clustering and GSO 
optimized MST clustering methods are discussed. 

3.1 Minimum Redundancy Maximum Relevance (MRMR) Feature Selection 

The discriminate features of a class can be recognized using the MRMR feature selection. 
Features having the maximum relevancy/high dependency to the class and minimum 
redundancy / minimal dependence among the features are selected by the MRMR 
techniques. At times there is a lot of redundancy among the features for the pertinent 
features with maximum relevancy with the class. Given two features that are redundant, 
eliminating one of the features will not cause much difference in the discrimination of class. 
The correlation or the dependence among the features and the class attributes and amongst 
the features can be calculated using the mutual information [12]. Features that comprise 
enhanced mutual information/maximum relevance with class attribute are selected by the 
mRMR technique while the ones having high mutual information and high correlation among 
themselves/ minimum redundancy are eliminated. 

Some of the benefits of mRMR are: estimation of both relevance and redundancy are 
problems of lower dimensions which have only about two variables. Thus, it is easier when 
compared to direct estimation of multivariate density or mutual information in huge 
dimensional area. This estimation is not only quicker but also more consistent. MRMR is an 
optimal first order approximation of I(.), maximization, and relevance-only ranking only 
maximizes J(.). 

3.3 Minimum Spanning Tree (MST) Based Clustering 

MST is employed for generating highly complex clusters and is a graph based prototype. 
The MST edges can be either chosen or discarded by it. A spanning tree is an acyclic sub-
graph of graph G comprising all of G’s vertices. The least weight spanning tree of a graph is 
the MST of that weighted graph. The expense to construct a minimum spanning tree in 
conventional MST is O (m log n). Here, n is representative of vertices and m is 
representative of edges. Regarded as a hierarchical clustering algorithm, MST can follow 
divisive clustering scheme. 
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The divisive clustering scheme is tracked by MST clustering which is a hierarchical 
clustering algorithm. For constructing MST of point set and for deleting conflicting edges, 
clustering algorithm on the basis of minimum and maximum spanning tree have been 
examined. Their weights are expansively greater compared to the standard weight of the 
closest edges of the tree. The objective is maximizing the minimum inter cluster distance. 

IV. RESULTS AND DISCUSSION 

Hence, the MRMR, FCM based feature selection, MST based clustering and proposed MST 
optimized clustering methods are used. Table 1 shows the summary of results. The 
classification accuracy, positive predictive value for positive, neutral and negative opinion 
and hitrate for positive, neutral and negative opinion as shown in figures 1. 

 

 

Figure 1 Classification Accuracy for Proposed MST Optimized Clustering 

From the figure 1, it can be observed that the proposed MST optimized clustering has higher 
classification accuracy by 9.73% for MRMR, by 7.43% for FCM based feature selection and 
by 3.54% for MST based clustering. 

V. CONCLUSION 

In the classification problems that involve high dimensional data, there are many features. 
However, not all of them are suitable for classification. Better classification performance can 
be achieved using filter selection which involves selecting small number of related features. 
The presence of unrelated, noisy and redundant features may degrade the performance. An 
important objective of feature selection is increasing the classification performance and 
minimizing the number of features. The input space can be segregated into decision regions 
using fuzzy entropy which can select appropriate features with good partitioning for 
classification. This work suggests the GSO based feature selection optimized MST 
clustering algorithm. Clusters with irregular edges can be detected using the MST clustering 
algorithms. GSO is motivated by the searching behaviour and the group living theory of the 
animals. PS model forms the basis of the algorithm in which it is assumed that the group 
members ‘finding’ are producers or the ones that are ‘joining’ are scroungers. The algorithm 
is developed using the animal scanning scheme like vision.  Also, for evading the local 
minima and for performing random walks, rangers can be employed Results show that the 
proposed MST optimized clustering has higher classification accuracy by 9.73% for MRMR, 
by 7.43% for FCM based feature selection and by 3.54% for MST based clustering. 
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